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Ways Things Go Wrong--
· Have much less data

on some group (fine
if

groups all "same")

· Different groups have

different distributions

· Our features are less

predictive on somegroup
·Some group inherently
less predictable

· Our data is biased

in the first place



Fairness in ML
--

·Typically a property
of a model

(M2aego output

· Exceptions : on line

decision-making,

RL , bandit settings

o Multiple types
of

fairness definitions



Tesof Model Fairness

· Group fairness

(most common)

· Individual fairness
· Interpolations between

the Two

· Others /causal,
foin

representations....)



↳FairnessNationaa
· groups on

attributes

We wish to "protect"
le .g .

race ,gender
·What constitutes

harm

le .g .

error , fulse

posneg)
--
-

Choices are subjective

a domain-specific



Then seek to equalize
rates of harm

crossgroups .

Example :
=

· domain : consumer lending
·groups

:male Female

·
harm : false rejection

(negs)

Want to find model h(x)
sit.

FN/n,maldFN/h,Female
I

allows for optimization
of overall error



If we are given a model

h(x) & have access to

group
membership,

to audit h(x)
easy
for fairnes

S.

-

How can we learn
a

fair model
h(x) ?

Why won't
standard

MLalgos
Work?



Amore subtle example
-
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"Bolt-on" BiasMilligation



·Suppose we are given a mode e
helf trance tominimize

overall error G = (h) within H

· But is "unfair" ,meaning that

Ea=a(n) = Praxyzup(h(x) +y(x+A]
Ep = EB(h) = Prax

,y>p
(h(x)+y(x]

are unequal-say EaIEY2
·Here AdB are two disjoint
& exhaustive subgroups,
so An= 0, Aub =X

· Assume EX we know whether

XA or XeB Imight be
a feature)

· Goal : Modify h
to get a fair model in which

error rates on Al B are

-qual



Technique : Selective Randomization
-

· Define a newmodel "on top"
of h:

- if XEP
,
define Y(x)=h(x)

- if XEA : for ge[0, 19 TBD,

with prob . 1-g let(x)=h()
with prob. g let h(x) be
determined by the flip
of a fair coin

· LetA,B denote
the error of
overalla on subgroups
A

·Notep = Sp Ididn't change
predictions on B)



·Now

=LA +%
* Terror

prob, we use prob. we rate

h(X)
Flip Coin

of coin flip

·SetA = EBI solve for g :

(1=g)2a + 8/2 = G

g((- 2a) + Ea = Ep

#]
↳ At this value of g , we
-qualize the error

rates

of h on
A&B to be G.

The overall error of

will also beG



Let's do some examples.

·Suppose EA = 0 .05, &B = 0 .2. Then

0.2-0 . 05

q===65-0 .
05

So for group B, we flip
a coin's of the time

· En = 0 . 1,p = 0 .2 :

6
· So when EadE are closer

we randomize less

or group B.



· Now suppose we weaken
our fairness demand-

asking only that

A =-r for some
270

· Then we again solve :

A= (l-g)Ea +1/2= E-y
which gives

Abases
-

as vimurcasus - the

less fairnessoo demand,
the less we randomize

on group B



· Also U= E-EA is

largest sensible value

for t
,
and corresponds

to not changing h at all

· And now the overall

error ofh will be :

2 Pa(ep-2) +ppE
= (Pa +Pp)Ep-par
= E-PAr

Here PAsPB are probs
of

go-ps &*,
so Pa +P = /



· Example: En = 0 .05, E = 0 .2,
PA = 0 .7 , U= 0 .03 :

90050%- 0 .
05

= 0 .267

and = Ep-PAL
= 0 .2 - 0 .7x0 .03

= 0 . 179



SummanngBigPicture :

original model

-ente. ·
frandom.)-- Vx

If
die
EA b

slope of line
This line gives the achievable
trade-offs between error
unfairness in this scheme.



SummanngBigPicture :

original model

Ep-En-Intof
I line -Pa

su ·i--
- VxI

random.)
If ·

die EA - EB

· If we are given a pointmodel
"Northeast" of this line, we're

better off moving to the
line

along the perpinductar-line

Pareto Dominates thepoint



-Observatioa tradeoff
can only improve
fairness by deliberately
raising the error on

the
-

advantaged group
·The bolt-on tradeoff

is inherently linear

Can we do better?



original
· .-&

&
⑧

. ①

& ·
In

die t - EB
-

· Imagine we enumerated all
the models/points in H
· If original has optimal error
In h, no points in shade

· And many points might
be

Pareto dominated by
bolt-on tradeoff



6 original hel

O-
&-&

⑧

.
00 ①

⑧

die t
- EB

&But some points inmight Sie

below the bolt-on line &
-

also have nopoints to their sw
· These points have better
error & fairness than bolt-on

& the other models in H



The H-Frontier

original
·· .T. ......①

o
①

⑧

d
- EB

↑

· Ifweconnect the dots"
of these points we have

a convex and better
-

tradeoff than bolton
· The H-frontien



Connecting the dots :
-

·Note that if we define

g(x)=hwith.
thenslg)= Gelbi+11-cha)

Ea(g)=GEn(hi)+/1-1)sa(h)
similar for B

= (g)- En(g)
= 2(4B(h,) -Sa(h ,))

+ (1-C)(Ez(hu)- EA(h2))

·

h , (=1)

:· hz(x=0)

2-



How can we

find/compute
the H-frontien ?



Well...
-
-

· even Finding L
*EH

is intractable

In worst case

· but we do have

effective non-fair

heuristics



TheReductions/pract Approach

· Assume we have a
black-box subroutine L

for learning h+H
w . r.t . [/h) on ly fo

· But L is "pretty good
I

& general
Ican solve weighted class.

problems in H)-
Show we can use L for

fair learning.



·Raidoptimizaa sit
fairness constraints

:

(1) ((h ,white) -Ela ,black) 11
2

(2) (s(h ,white)
- Elhihispanic 112

(b) /9/h ,black)
- Elh ,hispanic))1

%

(12) Jusually small, but ...)
--

Introduce variables
for weights

In DIH) & constraints
->

huge LP.



· Learner picks hel

· Regulator picks a pair
of groups, e.g. A4 B

· Payoff to Regulator :

(h) +max(0,Ch,A)-/h,b))-2)

· Payoff to Learner :

- (Payoff to Regulator)



Game Theory Formulation
--

· Learner plays mixed

strategy peD(H)
· Regulator plays mixed

strategy of over fairness
constraints

· Zero-sum game on :

E(p) + constraint
violations(p,g)
-

payoff to Regulator
=- payoff toLearner

Nash equil =
constrained opt
solution



o
constraints

11//op-

I**g"
MasterD(H)



Classic Theorem FreundA ( (- Schapire-

If LkR play iteratively :

(1) L best responds
to gt

12)R updates &t+1 Using
no-regret algo

then con verg
e to

Yo-opho a
l

solution.



(2) usually easy
(1) often reduces to

weighted classification
withwts , given by It
-
-> "Oracle" L .

/Agarwal et ah . )
--

Yields "principled
heuristics" that

are implementable



Subgroup
Fairness



·Suppose we ask for

group
fairness by

all of race ,gender,
disability, age,

In come,...

· Might still

discriminate against
disabled Hispanic
women over age

55

making 120k/year



EFramework
--

·Model class H

· Group membership
class G

· For gEG, g(x)E 30,13
Indicates if x is ing
Ce .g . disabled Hispanic

..)

·Now allowing
G to

be large or infinite



Game Theory I
-

· Learner plays heH

·Regulator plays geG
,

finds most violated

g(e .g. h
has high

error on g)
-

Reduce to non-fair

case; L no-regret,

R best response
·



AnotherApproach :

Average
Individual

Fairness



· Suppose we will make

many
decisions about

X over
time

· E.g. product rec's
· then any

h has error

rate [x(h) across
F problems

· Ask that all Ex(h)

be n equal across
Individuals X
· Game Theory ·



Fairness

Elicitation



· What if fairness

isn't "simple"...

·... but we can elicit

empirical fairness
judgements.

· E.g.

"Alice Bob should
receive same treatment

"

"Alice should be treated

at least as well as Bob"



Framework
->-

· Outcome data S
=EX.git

· Fairness data F of

form Xi=Xj, XiX;
·And hel that min's

error on S subject to F

· Generalize to dist's

of S & F

· Game Theory#



~Beyond Equalization
· Problem : may achieve

by needlessly inflating
harm to advantaged

· Alternative : Minimax

group fairness
:

min max egh)
htH groups

9

· Game Theory#



#,
,
T2 - stat. dist P,Pr
& some mix times

-
· param closs It , dier (H)

· Ep, [(h,(x) - v, (x))m] = E--
Same for P2

· cross-train :

Ep
,[((x)-Vz(x)2]1E

4 conditions



Alternative Approach :

"Bias Bounties"



Motivation
· Al activismadversarial

dynamics

· Can't defend against
everything (?)

· Hand to anticipate

groups hammed (gerrymandering)

· "Unexpected" data
· Bug bounties in software



FirstIdea :

· Invite "crowd" to find

problems in a
trainedmodel

· E.g. on subsets
of

training data

· On new data

· "Blurrypicturesami



Second Idea
-

· Invite crowd to propose

Improvements to a
trainedmodel

· Submit two classifiers:

-group classifier
g(x)t30,13

-model classific-
h(x)t 30,13

Idea is that hIX) is more
accurate on g(x)= 1 than
current model



More formally--
· f(x) is condent model

·Wit P
, eg/h) Eg(f)
d

Prxmp[h(x)+f
*(x)(g(x)=1]

·What to do ?

f(x)
h(x)

--

new model
f
,
(x)



· Eg(f) = Eg(h)[Eg(f)
· let A = (Eg(f)-Eg(f)10

· let W = Prx-plg(x)=14
· Elfi) = (l-w)(f)ange

+Weg(fi) batter!

· E(f)-Elf,) = w .Do
weight

=



Now repeat/recurse:

fo(x))
Hrum... What ifgo
makes e.g. 93 Worsees

·
n(x To

hic(x)

"pointen decision list"

(pDL)



Ends in one of three ways :

· (fic) = 0

· No improving (g.h) exists

- then Fic = Bayes optimal
·Nobody can find improving

(g, h)
- effective Bayes optimal



aticalites
·Must give crowddata,
not distribution

· What about overfitting?
· One solution :

- only accept when

w .=220
- give no info when

(g.h) rejected

- can only be "p

accepts !
- use test set to

accept/reject



AlgorithmicFramework
-

· plug in your
favorite

algo for Finding (g.h)
improvements

· Ternary classification

· EM-style algo

· Others ?

Trade-offs will return...


