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Abstract

We introduce Equivariant Neural Field Expectation
Maximization (EFEM), a simple, effective, and robust ge-
ometric algorithm that can segment objects in 3D scenes
without annotations or training on scenes. We achieve
such unsupervised segmentation by exploiting single ob-
ject shape priors. We make two novel steps in that direc-
tion. First, we introduce equivariant shape representations
to this problem to eliminate the complexity induced by the
variation in object configuration. Second, we propose a
novel EM algorithm that can iteratively refine segmenta-
tion masks using the equivariant shape prior. We collect
a novel real dataset Chairs and Mugs that contains vari-
ous object configurations and novel scenes in order to verify
the effectiveness and robustness of our method. Experimen-
tal results demonstrate that our method achieves consis-
tent and robust performance across different scenes where
the (weakly) supervised methods may fail. Code and data
available at https://www.cis.upenn.edu/~leijh/
projects/efem

1. Introduction

Learning how to decompose 3D scenes into object in-
stances is a fundamental problem in visual perception sys-
tems. Past developments in 3D computer vision have
made huge strides on this problem by training neural net-
works on 3D scene datasets with segmentation masks [55,

, 67]. However, these works heavily rely on large la-
beled datasets [3, 15] that require laborious 3D annotation
based on special expertise. Few recent papers alleviate this
problem by reducing the need to either sparse point label-
ing [24, 60] or bounding boxes [12].

In this work, we follow an object-centric approach in-
spired by the Gestalt school of perception that captures an
object as a whole shape [32, 47] invariant to its pose and
scale [31]. A holistic approach builds up a prior for each
object category, that then enables object recognition in dif-
ferent complex scenes with varying configurations. Directly
learning object-centric priors instead of analyzing each 3D
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Figure 1. We present EFEM, an unsupervised 3D object segmen-
tation method applicable to real-world scenes (results on the right)
by only training on ShapeNet single object reconstruction.
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scene inspires a more efficient way of learning instance seg-
mentation: both a mug on the table and a mug in the dish-
washer are mugs, and one does not have to learn to seg-
ment out a mug in all possible environmental contexts if
we have a unified shape concept for mugs. Such object-
centric recognition facilitates a robust scene analysis for au-
tonomous systems in many interactive real-world environ-
ments with a diversity of object configurations: Imagine a
scenario where a robot is doing the dishes in the kitchen.
Dirty bowls are piled in the sink and the robot is clean-
ing them and placing them into a cabinet. Objects of the
same category appear in the scene repeatedly under differ-
ent configurations (piles, neat lines in the cabinet). What
is even more challenging is that even within this one single
task (doing dishes) the scene configuration can drastically
change when objects are moved. We show that such scenar-
ios cannot be addressed by the state-of-the-art strongly or
weakly supervised methods that struggle under such scene
configuration variations.

In this paper, we introduce a method that can segment
3D object instances from 3D static scenes by learning pri-
ors of single object shapes (ShapeNet [4]) without using any
scene-level labels. Two main challenges arise when we re-
move the scene-level annotation. First, objects in the scene
can have a different position, rotation, and scale than the
canonical poses where the single object shapes were trained.
Second, the shape encoder which is trained on object-level
input cannot be directly applied to the scene observations
unless the object masks are known. We address the first
challenge by introducing equivariance to this problem. By
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learning a shape prior that is equivariant to the similitude
group SIM(3), the composition of a rotation, a translation,
and a uniform scaling in 3D (Sec. 3.1), we address the com-
plexity induced by the SIM(3) composition of objects. For
the second challenge, we introduce a simple and effective
iterative algorithm, Equivariant neural Field Expectation
Maximization (EFEM), that refines the object segmentation
mask, by alternately iterating between mask updating and
shape reconstruction (Sec. 3.2). The above two steps en-
able us to directly exploit the learned single instance shape
prior to perform segmentation in real-world scenes. We col-
lected and annotated a novel real-world test set (240 scenes)
(Sec. 4.4) that contains diverse object configurations and
novel scenes to evaluate the generalizability and robustness
to novel object instances and object configuration changes.
Experiments on both synthetic data (Sec. 4.3) and our novel
real dataset (Sec. 4.4) give us an insight to the effectiveness
of the method. Compared to weakly supervised methods,
when the testing scene setup is similar to the training setup,
our method has a small performance gap to the (weakly)
supervised baselines. However, when the testing scenes are
drawn from novel object configurations, our method consis-
tently outperforms the (weakly) supervised baselines.

Our paper makes the following novel contributions to the
3D scene segmentation problem: (1) a simple and effective
iterative EM algorithm that can segment objects from the
scenes using only single object shape priors. (2) addressing
the diversity of object composition in 3D scenes by combin-
ing representations equivariant to rotation, translation, and
scaling of the objects. (3) an unsupervised pipeline for 3D
instance segmentation that works in real-world data and can
generalize to novel setups. (4) a novel real-world test set
Chairs and Mugs that contains diverse object configura-
tions and scenes.

2. Related Work

3D Instance segmentation. Point cloud instance segmen-
tation has been a long-existing challenge in 3D vision
even before the existence of deep learning. Early inter-
ests have been focusing on 3D object retrieval in scenes
where RANSAC and generalized Hough voting were the
most prominent paradigms [54]. In recent years, with the
proliferation of large synthetic [17, 68] or real [3, 15, 22, 25]
datasets with rich annotations, learning-based methods have
shown great success on this task.

Supervised methods. Most supervised methods fall into
two categories: top-down methods that locate objects first
and then predict the refined segmentation mask [23, 76],
and bottom-up methods learning to group points into ob-
ject proposals. Regarding the grouping approach, a variety
of algorithms have been explored, such as point-pair simi-
larity matrices [64, 80], mean-shift clustering [35], graph-
based grouping [20], cluster growing [29], hierarchical ag-

gregation [7, 40], or adversarial methods [78]. Later works
[62, 63] combine top-down and bottom-up approaches and
achieve impressive results. Recently, transformers and at-
tention mechanisms have also been introduced to this prob-
lem [55]. [46] also incorporates neural implicit representa-
tions and simultaneously performs segmentation and shape
reconstruction. Despite their requirements for laborious
data annotation, we will also show that supervised meth-
ods heavily rely on the correlation between training and
test scenes, and even the state-of-the-art supervised meth-
ods struggle to generalize to novel scene configurations or
to changes in background patterns.

Unsupervised or weakly supervised methods. Many at-
tempts have been made to learn instance segmentation with
limited annotations. A number of works leverage pre-
extracted features from scenes via representation learn-
ing such as graph attentions [36] or contrastive learning
[13, 24, 70, 77] to facilitate weakly-supervised training
with fewer point labels. Other approaches directly prop-
agate sparse annotations to dense point labels by learning
point affinity graphs [60] or by bounding box voting [12].
These methods are usually the most scalable to large scenes,
but their point features are scene-dependent, and we will
show that similarly to fully-supervised learning methods,
weakly-supervised methods have difficulties in generalizing
to scenes with different configurations. When confronting
dynamic scenes, one can exploit temporal self-consistency
[58] or scene pair constraints [26, 77] but such constraints
introduce additional assumptions about the scenes. Most
related to our work are the retrieval-based methods lever-
aging object priors [39, 72]. Traditional retrieval meth-
ods are either limited to one given object template [72] or
need to solve a discrete combinatorial optimization problem
searching for the target template in the object category [39].
We resolve these issues by learning an implicit shape prior
which can be optimized continuously in the feature space.

Implicit object priors. First introduced in [10, 45, 49],
neural implicit representations (also known as neural
fields [71]) parameterize 3D shapes as level sets of neu-
ral networks. They not only show strong capabilities of
capturing geometric details within limited capacity [28, 50,
, 59] but also avoid shape discretization that introduces
sampling noises. When representing a collection of objects
with a shared implicit network, its bottleneck layer naturally
forms a latent embedding of the objects, which can serve
as a shape prior for many downstream tasks such as shape
generation [10, 27, 44], reconstruction [41], completion
[11, 45, 49], computing correspondences [33, 37, 43, 56],
and part decomposition [9]. We refer the readers to [71] for
a comprehensive review. Our method takes advantage of the
recent work in neural fields to learn a deep shape prior.

Equivariant point cloud networks. Equivariant net-
works are designed to preserve transformation coherence



between the input and latent representations. With well-
developed theories [ 1, 14, 34, 65, 74], equivariant networks
have a variety of designs on pointclouds [2, 16, 19, 30,

, 011, which benefits many downstream tasks such as
robotic applications [18, 21, 52, 56, 66, 75], 3D reconstruc-
tion [5, 6], and object pose estimation/canonicalization [38,

, 48, 53, 81]. Unlike these object-level works, we focus
on leveraging equivariance object features in scene under-
standings. Most related to us is [79] which also applies ob-
ject equivariance to scenes. But they perform supervised
3D object bounding box detection while we predict dense
instance masks. In this work, we employ the vector neu-
rons [2, 6, 16] to build our equivariant shape prior.

3. Method

Now we introduce our method for unsupervised object
segmentation in 3D scenes. At the training stage, we learn
an object-level shape prior (Sec. 3.1, Fig. 2 top left) utiliz-
ing a collection of synthetic models from an object category
(e.g. all chairs in ShapeNet [4]). At inference time, we are
given a scene point cloud X ¢ of N points with coordi-
nates as well as normal vectors with an unknown number
of novel instances from the object category, and our task is
to predict their instance segmentation masks. We will intro-
duce a simple and novel iterative algorithm for predicting
instance segmentation masks, starting from a single-object
proposal phase (Sec. 3.2, Fig. 2 top right) and followed by
a multiple-object joint proposal phase (Sec. 3.3, Fig. 2 bot-
tom). As by-products, our model also outputs implicit sur-
face reconstructions, poses, and bounding boxes.

3.1. SIM(3) Equivariant Shape Priors

Most synthetic datasets have their objects manually
aligned to canonical poses and unit scales, yet the SIM(3)
transformations (translations, rotations, and scales) must be
considered when applying the shape priors to real-world
scenes. To this end, we constructed a SIM(3)-equivariant

SDF encoder-decoder following the paradigms of prior
work [16, 45] (Fig. 2 left top).

Point cloud encoder. Given an object point cloud Py, x3
with No points, it is first encoded by a SIM(3)-equivariant
encoder ® (yellow block Fig. 2 left) constructed with Vector
Neurons (VN) [2, 8, 16] into a latent embedding © = ®(P)
(orange block Fig. 2 middle). More concretely, the input
point cloud P is first subtracted by its centroid P for trans-
lation equivariance, followed by a backbone network pro-
viding a global vector-channeled embedding F', which is
scale- and rotation-equivariant and translation invariant. F’
is then mapped to the shape implict code © comprising four
components (Og, Oiny, O, Os). The backbone network is
a rotation-equivariant VN Point-Transformer [2] with addi-
tional scale equivariance enforced by channel-wise normal-
izations as in [8]. We denote the modified linear layer with
scale invariance [8] as VN. The four components of © are

computed from F' with four heads separately:

1. A vector-channeled rotation equivariant latent code
Or = VNR(F).

2. A /\scalar—channeled invariant latent code ©;, =
(VN (F), Or) computed with inner product.

3. A scalar O by taking the average of F”’s per-channel
norm which explicitly encodes the object scale.

4. A centroid correction vector predicting the offset be-
tween the centroid of points and the actual object cen-
ter, which could be different due to the partiality and
noises of the point could: ©, = VN¢(F) + P, where
VN¢ has 1 output vector channel.

Network architecture details can be found in the supplemen-
tary. For any transformation g = (s, R,t) € SIM(3) with
scale s, rotation R, and translation ¢, its action on © and the
equivariance of the encoder ® can be written as:

goO = (OrR, Oiny, sOR +t,50;) = ®(sPR+1). (1)

SDF decoder. Give a query position x € R3, its SDF
value 0(x) is predicted as

0(x) = ¥(z;0) = U(Oypy, (O, T)), )

where & = (x — ©,) /O is the canonicalized coordinate of
x with center ©, and scale ©, and ¥ is an MLP as in [16]
that decodes the concatenation of the invariant feature ©;,,
and the channel-wise inner product between O and 7.

Training. The implicit shape prior is trained with the
standard L2 loss for the query points sampled around each
object. To avoid arbitrary prediction of ©. and O that may
make training unstable in early epochs, we regularize O,
to stay around zero and Og to stay around one. To help
the network’s generalization to real-world scenarios with
partial observations, clutters, and sensor noises, we further
augment the input object point clouds with partial depths
and content-wise augmentations. Additional details of these
augmentations are provided in the supplementary. We will
next introduce how to exploit this learned shape-prior net-
work which only takes instance-level inputs in scene-level
point cloud segmentation.

3.2. Iterative Algorithm for Single Proposal

Algorithm 1 Single Proposal Estimation
Data: Scene Point Cloud X y«g; trained encoder ¢ and
decoder ¥ with frozen weight
Initialize Wy
while not reach max step do
M-step: Sample P; by Eq. 3 from W;_; and forward

encoder @ to update O;.
E-step: Evaluate decoder ¥ and update W, by Eq. 7.
end
Extract mesh and compute absolute pose as a byproduct.
Compute confidence C in Eq. 10 and output mask.
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Figure 2. Overview: Left top: the single object SDF Encoder-Decoder (Sec. 3.1) is trained on the shape collection. Once trained, the
network’s weights are frozen.Top right Single EM step on scene observations (Sec. 3.2): given the last estimation of the object mask
Wi—1, a set of points is sampled from the full scene point cloud and then passed to the shape encoder ® to produce the current estimation
of the shape embedding ©. Based on the O, all the scene points are queried again through the decoder ¥ to generate a new assignment
mask W;. Bottom Object segmentation pipeline: starting from random crop initializations from the left, the above EM step is applied to
each proposal (each row) in parallel to refine their masks. In the early steps (Phase-1 Sec. 3.2), all the proposals run independently but in the
second phase, multiple proposals can be jointly optimized (Sec. 3.3). Note that we eliminate the duplicated (the second) or unreasonably
sized (the fourth) proposals during optimization. Finally, the remaining proposals and their confidences are output.

As shown in Fig 2, the key component of our full al-
gorithm is the single proposal processing (right top) since
the full algorithm is constructed by many single proposals
being processed in parallel. Each proposal is represented
by a soft assignment mask W over all scene points, where
the continuous value on each point W[i] € [0, 1] indicates
how likely this point belongs to the object that the proposal
is representing. In the early single proposal iteration steps
(Phase-1), each proposal aims to fit its W to one object in-
dependently. In later iterations, we optimize the proposals
jointly, as discussed in Section 3.3.

Initialization. The single proposal algorithm starts from
the initial assignment W, which is drawn from a random
ball or cylinder cropping of the scene. The radius of the
crop is set to be similar to the average size of the target
class. All points inside the crop are set to have W[i] = 1.0
while all other points are set to have W[i] = 0.0.

M-Step: Estimating shape embeddings. We treat the
learned decoder with fixed weight as a parametric model
of shape categories driven by the parameter ©. In each it-
eration of our algorithm, a new ©; is estimated from the
last assignment W;_;. Note that the learned shape prior en-
coder ® only accepts a fixed number N of points as input,
which is always far less than the number of points in the
scene observation. Therefore at each iteration, we first sam-

ple a fixed number Ny of points from the scene point cloud
X~ x6 based on the last assignment estimation W;_1

P, = M(Wi—1,Xnxs)s 3)

where the sampling operations M contain two steps. First,
a sample is drawn from a Bernoulli distribution with posi-
tive probability W;_1[i] to determine if the point X [i] be-
longs to the object’s foreground. Second, for all points that
are marked as foreground, we globally apply multinomial
sampling based on their W{i] to find Np sampled points.
Finally, we produce the new shape estimation by passing
the sampled point cloud through ® so ©, = ®(P;). This
method of updating the shape parameter can be interpreted
as the M-step of an EM algorithm, which computes bet-
ter distribution parameters based on the last assignment via
weighted maximum likelihood.

Fitting error. Given the © estimation, the fitting error of
one observed point X = [Tobs, Nobs] (Zobs denotes position
and nyps denotes normal) in the scene point cloud X y ¢ is:

ep(x,0) = ¥ (zons; O) 4
T
_ nobSVI\II(xObs; @)
en(x,0) = acos ( Vo0 (700 O] Q)
E(x,0) = apep(x,0) + ayen(x,0) (6)



which measures the observed point distance to the zero level
set of the SDF and the normal consistency between the ob-
served point and the decoded SDF gradient. The hyperpa-
rameters a.p and «y control the importance of the distance
and angle terms respectively.

E-Step: Updating point assignments. After updating
the shape parameters ©;, we update the assignment weight
W, by querying the decoder ¥ for all the points in the scene
point cloud X and computing the error in Eq. 6. The new
assignment is designed to be updated as:

o~ B(X[i],0,)

BRI L O (N
e~ E(X[i,0:) 4 O

where (2 is a constant hyperparameter that gives every point

some probability to be in the background. This step can be
interpreted as the E-step in an EM algorithm.

Wili] =

Termination and confidence score. When the initializa-
tion is not near an object instance of the target class, the
shape prior tends to never fit the input observations, so that
the error F is large everywhere and the weight W is al-
ways small. We terminate the proposals that have less than a
predefined threshold of small-error points at each iteration.
After the last iteration, we use Marching Cubes to extract a
mesh (V, £) for each proposal and the mesh serves as the
byproduct of our method. Our algorithm also produces a
pose estimation with respect to the training shape collection
via Procrustes registration [81] on ©gp3 between the ob-
served objects and the member of the training set with the
most similar © (see Supp.). We also remove proposals with
meshes outside a predefined reasonable range of scales.

One advantage of utilizing our shape prior is that we can
explicitly compute the confidence score from the shape re-
construction. Specifically, we compute two scores by mea-
suring the fitting errors: (1.) Observation fitting score: a
good fitting should have all the encoder input points located
on the decoded SDF zero level set. We measure the pro-
portion of the encoder input point cloud which has a small
distance and angle error:

1

S1 = No
where the dp,dn are the thresholds. (2.) Reconstruc-
tion coverage score: Since we recognize objects by their
shapes, we should be less confident in detections where the
observed points only cover a small portion of the extracted
mesh. For every vertex V.= [Zrecon; Mrecon] from the ex-
tracted mesh, we find its nearest neighbour x = [Zobs, Tobs)
in the observed scene point cloud X ¢ and measure their
distance error as €', (V) = ||Tobs — Trecon||2 and their ori-
entation error as ey (v) = acos(ng;snrecon). This gives a
combined coverage score of:

_ 1
V|

)

{XEPT

ep(x,0) < dp,
eN(x, @) < On

Sy Hv eV]eh(v) <dp,en(v) <dn}l. ()

We use S; as the main confidence measurement and So
for avoiding poorly observed cases, so the final confidence
score C'is:

C = 81 *max(1.0, 52/0¢), (10)

where 6 € [0.0,1.0] is a threshold controlling the impor-
tance of the coverage score. Note how the above confidence
values evaluate the quality of the output shown on the right
in Fig. 2, which enables the user to select the balance be-
tween recall and precision during inference.

Finally, for each point in the scene point cloud Xy xg,
we check whether the distance error in Eq. 4 and Eq. 5
is smaller than the output threshold and mark points with
small errors as in the foreground. Note that since the obser-
vation is noisy and the learned shape prior is not perfect, the
output error thresholds can be larger than the ones used in
Eq. 8 and Eq.9.

3.3. Multiple Proposals

Since the EM algorithm outputs can be affected by its
initialization and we do not know the number of objects in
the scene, we initialize a large number of proposals ran-
domly spread across the entire scene to cover all possible
objects. We observe that many proposals will quickly con-
verge to similar positions during the early iterations. There-
fore, at each iteration, we remove duplicated proposals and
only keep the one with the highest fitting score S defined in
Eq. 8. Duplication is determined by computing the overlap
of W between different proposals (see Supp. for details).

As shown in Fig. 2, we further divide the iterations into
two phases. In the first phase, since the early shape esti-
mation is not converged to a reasonable place, we let each
proposal run fully independently. When we enter the second
phase, mesh extraction and pose estimation will be first ap-
plied to remove proposals with unreasonable scales. Then,
we optimize all proposals globally by updating the joint as-
signment weight with:

Sgk)e—E(X[i],G)ik))

Zj S%j)e—E(X[i],@f)) +Q

where k is the index of current active proposals and S{k) is
the current fitting score in Eq. 8, which increases the assign-
ment weight for more confident proposals. During the last
iterations in Phase-2, we also remove the proposals that are
largely contained by other proposals to simplify the decom-
position of the scene, following a similar methodology to
duplication removal. Additional details of this process are
available in the supplemental.

Wi = (1)

4. Experiments

We focus our experiments on answering four main ques-
tions: First, can our method successfully segment the ob-
jects of interest from the scene? Second, how does our
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Figure 3. Synthetic scenes: Top: the mesh reconstruction as input, note how our data has a realistic simulated depth pattern; Middle:
visualization of the estimated shapes, poses and bounding boxes as the byproducts of our method. Bottom: Our segmentation prediction.
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Figure 4. Chairs and Mugs real testset: the three rows are in the same format as Fig. 3.

method compare to existing baselines when different train-
ing data distributions are accessible? Third, how does each
approach generalize to the different testing environments,
including the real-world scenes and the out-of-distribution
configurations? And fourth, how do the different compo-
nents of our model contribute to its performance? To an-
swer these questions, we perform a series of baseline com-
parisons as well as ablation studies both on synthetic and
real-world scenes.
4.1. Baselines

To the best of the authors’ knowledge, fully unsuper-
vised instance segmentation (not foreground-background
segmentation) in static scenes remains unexplored in the
deep learning literature. Therefore, we compare our method
with supervised and weakly supervised methods. Soft-
Group (CVPR22) [63] is the current SoTA for 3D instance
segmentation methods that are trained with ground truth in-
stance masks. Box2Mask (ECCV22) [12] is arecent weakly
supervised method, which only needs ground truth instance
bounding boxes as supervision while retaining competitive
performance. The closest weakly supervised method to ours
is ContrastiveSceneContext (CVPR21) [24], which can be
trained with only a few point labels. To conduct fair com-
parisons and reduce the sim2real gap, all baselines are fully
trained on the corresponding training set with positions and
normals as input while not using colors.
4.2. Experimental Setup

We focus our experiments on scenes that contain objects
humans or robots can interact with. These objects are more
interesting targets for segmentation as their configurations
can change dramatically in real-world applications, such as

robotics or AR/VR. We experiment with three object cate-
gories that frequently appear in the presence of clutter and
in diverse configurations in real-world data: Mugs, Kitchen
containers, and Chairs. Since there is no available dataset
that contains these objects with rich configuration changes
(not just sitting upright on a flat surface), and all baselines
need to be trained with ground truth, we gather simulated
data to train the baselines, then evaluate on simulated and
real test scenes containing completely unseen object in-
stances.

Three types of scenes are used for training baselines on
each of the object classes. Take the mugs scene as an ex-
ample (Fig. 3 Left top): In the Z scenes, all instances are
upright and not in contact with each other. In SO(3), the
objects can have a random orientation but are still not in
contact with each other. Pile is a much more challenging
setting where the objects can touch each other, can take any
orientation, and can form piles. We simulate 500 scenes for
training, 50 scenes for validation and 100 scenes for test-
ing in each of the setups. For each baseline we train three
models, one on the data from each of the three scene types.

We train our equivariant shape prior (Sec. 3.1) on the cor-
responding categories from ShapeNet [4] and freeze their
weights once trained. Note that all the following results
are generated from the same trained shape prior for each
category, and all the objects in our testing scenes never ap-
pear in the training set of the shape prior. We evaluate each
model on all of the scenes and report results in Tab. 1, Tab. 2
and Tab. 3. The gray cells indicate results from models that
were trained on less difficult datasets than they were eval-
vated on, with the underlined number indicating the best
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Box2Mask | 969 100 | 92.1 993 | 367 27.6 123 453 100 240 86 146|981 100 931 100 | 56 191 | 84 288 | 184 395|181 279
SoftGroup | 100 100 | 96.5 98.5 [ 219 276 04 18 1.6 37 92 172]937 976 973 100 | 00 00 | 09 34 | 43 9.1 | 183 329
CSC(100) | 1.7 86 | 14 65 ]01 06 00 00 00 O 01 06|00 00]00 00]00 00[|00 00]00 00]07 19
Scene§03 CSC(00) | 700 993 | 727 957 | 223 422 102 246 54 123 52 200|684 100 | 598 100 | 10 37 | 48 201 | 69 197| 39 118
Box2Mask | 958 100 | 947 100 | 537 80.1 302 806 265 40.1 134 330 | 100 100 | 953 100 | 127 343 | 19.6 49.2 [ 27.1 506 | 503 748
SoftGroup | 100 100 | 99.6 99.8 | 439 51.9 10.0 187 153 213 208 309 | 992 100 | 982 100 | 2.8 48 | 104 217 | 65 133|183 307
CSC(100) | 00 03 |00 03 ]00 01 00 00 00 00 00 00|00 00] 00 00[00 00|00 00]00 00]07 18
Scene pile  CSC(200) | 533 884|502 777 | 295 613 294 662 7.6 198 103 341|130 450|227 652| 53 301 | 15 80 | 35 154 )| 28 85
Box2Mask | 960 100 | 947 100 | 787 99.6 552 948 427 529 263 546 | 100 100 | 958 100 | 723 98.0 | 558 981 | 560 792|451 714
SoftGroup | 99.5 100 | 99.7 100 | 89.0 932 423 728 234 255 288 395|996 100 | 997 100 | 747 863 | 534 83.0 | 509 66.5 | 48.1 659
ShapeNet EFEM | 784 99.8 | 793 998 | 682 968 688 99.0 599 77.0 487 724 872 100 873 100 | 63.1 940 | 69.6 954 | 69.7 894 | 541 823

Table 1. Results (%) on SynMugs (left) and RealMugs (right with label R). A50 corresponds to mAP50. The full table including mAP25
is available in the supplemental. The grey cells highlight that the testing scenes are out of the training distribution and the bold number
means the best among all methods while the underlined number means the best within grey cells.

Testing | (OZ | (©S03 | (©Pile | (KZ | (K)SO3 |
| AP AS0 | AP ASO | AP AS50 | AP ASO | AP A50 | AP

662 83.1]566 802 | 61 152|127 299 | 75 145 | 23
777 910|637 851|105 227 | 63.0 809 | 379 492 | 122
999 100 | 958 989 | 193 412 | 89.7 973 | 69.6 87.0 | 41.4
99.8 100 | 948 985 | 24.1 365 | 93.6 96.8 | 940 993 | 523

749 814|773 824|177 310 | 85 217|113 238| 20
843 86.6 | 854 885 |20.6 353|278 489|539 775 | 18.1
99.7 100 | 99.1 995 | 50.5 803 | 853 96.2 | 91.8 98.5 | 529
99.6 100 | 99.1 100 | 55.1 682 | 89.3 93.9 | 96.9 99.3 | 56.2
67.0 741|746 821|472 638 | 34 112| 26 1.4
717 763 | 884 924 | 674 816|265 538|448 288
99.6 99.7 | 995 99.7 | 78.6 969 | 87.2 97.9 | 92.1 98.6 | 74.8
99.4 100 | 989 100 | 950 97.0 | 93.7 97.3 | 96.0 98.8 | 84.6

93.1 992|861 974|753 880 694 834|676 831|601

(K) Pile
A50

59
23.2
68.9
63.5

54
38.9
76.5
672

Metrics

CSC (100)
CSC (200)
Box2Mask
SoftGroup

CSC (100)
CSC (200)
Box2Mask
SoftGroup
CSC (100)
CSC (200)
Box2Mask
SoftGroup

EFEM

Training

Scene Z

Scene SO3

4.5
60.4
94.6
91.3

789

7.1

Scene Pile 736

ShapeNet

Table 2. SynChairs (left) and SynKit (right), same format as Tab. 1

RealChairs  Testing | R(Z) | R(SO3) | R(Pile)
Training ~ Mewics | AP APS0 AP25 | AP APS0 AP25 | AP AP50  AP25
CSC(100) | 05 14 94 | 13 28 108 | 00 00 72
Scene Z CsC(00) | 08 12 110 | 03 06 98 | 00 02 31
] Box2Mask | 00 03 202 | 03 1.9 272 | 00 01 118
SoftGroup | 5.1 77 270 | 28 67 219 | 00 00 37
CSC(100) | 36 53 182 | 14 25 13300 01 45
Sceneso3 CSCQ00) | 12 26 104 | 18 49 202 | 01 05 91
SEE Box2Mask | 1.5 59 484 | 51 199 567 | 04 1.8 282
SoftGroup | 138 172 274 | 79 162 303 | 0.1 01 6.1
CSC(100) | 52 71 96 |32 74 123 |01 03 29
Scenepile  CSC(200) | 83 117 231 | 139 232 336 | 10 26 13l
’ Box2Mask | 1.6 65 378 | 94 220 653 | 13 48 466
SoftGroup | 206 27.8 361 | 144 244 421 | 04 15 80
CSC(100) | 368 498 620 | 53 131 188 | 39 108 181
Scannet CSC(200) | 500 743 778 | 62 131 186 | 55 134 271
Box2Mask | 84.1 994 994 | 162 337 412 | 143 298 507
SoftGroup | 740 811 875 | 223 396 486 | 115 180 36.1
ShapeNet ~ EFEM [ 51.0 783 850 |5L2 757 879 |344 553 748

Table 3. Results on RealChairs, same format as Tab. |

performing inside gray cells. The metric for evaluating the
segmentation is the commonly used mAP [15].

4.3. Results on synthetic data

We first evaluate the performance on simulated data, and
we found that existing baselines work very well inside the
training distribution if trained with enough supervisory sig-
nals. However, the weakly supervised method CSC [24] has
a significant performance drop when the number of super-
vision points decreases from 200 to 100. This performance
drop becomes increasingly severe when the training set dis-
tribution becomes more complex, demonstrating the diffi-
culty of unsupervised segmentation. With zero scene-level
supervision, our method performs well with a small gap in
performance to the (weakly) supervised methods.

When the baselines are trained on Z but tested on SO3,
the baselines do not show a large drop in performance, po-
tentially because both Z and SO3 scenes have no objects in
contact with each other. However, when tested on Pile, we
see that baselines trained on Z or SO3 perform differently,
and are both worse than the ones trained on Pile, indicating
a failure to generalize to clutter. Our method outperforms
all the baselines that are not trained on Pile configurations.

We additionally generate 50 scenes each from three new
and more difficult scene setups for testing on Mugs as
shown in Fig. 3. In the Tree scenes mugs are hanging on
a holder tree and distributed vertically. The Box scenes in-
clude cubes to simulate objects that have not been seen dur-
ing training. In the Shelf scenes, the mugs are put on a shelf
that is only visible from one side. In all three of these scene
setups, our method is able to outperform all baselines as the
baselines are unable to generalize to configurations of mugs
that are significantly outside of the training distribution.

4.4. Results on real data

We additionally evaluate the performance of our model
on real data. To the best of the authors’ knowledge, there is
no existing real dataset that contains interactable objects in
diverse configurations for 3D instance segmentation. There-
fore we collect a test set Chairs and Mugs that contains the
reconstruction of 240 real scenes with object instance mask
annotations to test our method in the real world.

RealMugs: As shown in Fig. 4 we replicate the Z, SO3,
Pile and Tree setups in the real world. The scene is captured
by 4 calibrated realsense D455 cameras mounted on the cor-
ners of the table. We further introduce two new setups that
cover hard-to-simulate scenes. The Others setup contains
random objects that a manipulator may encounter, includ-
ing cloth, toys, paper bags, wires and tools. These objects
are added into the tabletop scene, contacting and occluding
the mugs. The Wild setup contains crops of real-world in-
door scans from labs, kitchens, and teaching buildings. Un-
like [73], our scenes are not restricted to only showing the
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Figure 5. ScanNet qualitative results, the same format as Fig. 3

table and upright mugs, but include diverse configurations,
backgrounds, and distractors. These scans are captured by
an iPad with a lidar scanner. Since the Z, SO3 and Pile
setups are easy to simulate realistically, we only collect 10
scenes per setup. We collect 50 scenes for each of the Tree,
Others and Wild setups.

We test all the baselines trained on the synthetic dataset
and our method trained on ShapeNet directly on these real
scenes. Quantitative results are shown in Tab. 1. Since our
simulator includes advanced techniques of active light sim-
ulation in the physical engine [69] and we do not use the
colours as input, the sim2real gap for the baseline methods
is minimal in these controlled setups. We can draw simi-
lar conclusions for Z, SO3, Pile and Tree setups as with
the synthetic experiments. Our method retains reasonable
performance on Others scenes due to its awareness of the
object shape. When tested on the Wild real-world scenes,
our method also performs the best, which demonstrates the
strong generalizability of our method.

RealChairs: We also collect data of chairs in the real
world following the Z, SO3 and Pile setups. Although
we have plenty of real-world scan datasets like [15], none
of them include diverse configuration changes of chairs.
Therefore we collected and annotated a small test set with
20 scenes per setup as shown in Fig. 4. We train the base-
lines in simulation and test them in the real world. Addi-
tionally, we take all the baselines’ official model weights
from being trained on the real world ScanNet dataset [15]
to evaluate on our test set. The results are shown in Tab. 3.
There is a larger sim2real gap for the baselines with the
chairs data than with the mugs data because of less real-
istic depth simulation and difficulties aligning the scale be-
tween Shapenet chairs and real-world chairs. In contrast,
the baselines trained on ScanNet work very well on the Z
setup, which aligns best with the ScanNet dataset. However,
they have a significant drop in performance when the testing
distribution shifts to the SO3 and Pile setups. In contrast,
our method retains reasonable performance on real world
chairs across different setups. We will release our Chairs
and Mugs dataset to provide more opportunities to study
robustness, generalizability and equivariance for scene and
object understanding in the real world.

We also show our effectiveness on ScanNet [15], where

the indoor scene scan can span the whole room. Quali-
tative results are shown in Fig. 5 and the AP metrics for
the chairs category of our method on the validation/test set
are AP = 24.6/20.2, AP50 = 50.8/39.0 and AP25 =
61.3/48.3 where in comparison the weakly supervised
method CSC [24] trained on 200 points labels achieves
AP50 = 62.9/61.1 (See Suppl. for a table). One main
reason for our performance drop on ScanNet is that Scan-
Net has many partially observed chairs, which are hard to
be recognized via shape. We leave future explorations to fill
this gap between our unsupervised method and the (weakly)
supervised ones.
4.5. Ablations

We verify the effec-  Aplation | AP APSO  AP25
tiveness of our design ;T o601 0789 0.807
by removing the phase-  NoPhase2 | 0.548 0.740 0.756
2 joint iterations and No Normal | 0.203 0.302 0.337
removing the usage of
the normals. When not Table 4. Ablations
using phase-2 (Sec. 3.3), we let the phase-1 independent
iterations run more steps to keep the total number of itera-
tions constant. When removing the normals, all error com-
puting, assignment weight updating, and confidence scoring
will only take the distance error term in to account while ig-
noring the normal term. We compare our full model with
the ablated models on SynKit Pile setups. The quantita-
tive results are shown in Tab. 4, which illustrates that both
components contribute to our model’s overall performance.
More ablation studies can be found in our supplementary.

5. Conclusions

We present EFEM, a method for 3D instance segmenta-
tion that is trained only on shape datasets. Without requiring
any real or simulated scene data, our method can generalize
to complex, real world scenes better than existing methods
that also require more supervision.

Limitations and future work. Although we show an en-
couraging step towards unsupervised 3D instance segmen-
tation by generalizing knowledge directly from a shape col-
lection to a scene, several weaknesses remain. First, our
method has a performance drop when the object is signifi-
cantly occluded. This is due to our method recognizing ob-
jects only via their shape, rather than also reasoning about
color or other features. Second our current running speed is
slow (~1min per scene) due to the large number of propos-
als the initialization requires.
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