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Abstract. This report presents our methodology for and experience
with formalizing a specification of LLVM IR in the Verified LLVM Project
(Vellvm). Vellvm provides a specification for a large, practical subset of
LLVM IR in the Rocq Proof Assistant in the support of verified compilers
and program transformations. Program transformations often rely on the
subtle details, and as a result Vellvm’s semantics are quite comprehen-
sive: for instance we provide a sophisticated low-level memory model to
support low-level operations, such as casts between pointers and integers,
and justify optimizations in their presence. Our approach implements the
semantics via monadic interpreters, which rely on a coinductively-defined
data structure called ITrees. Crucially, this methodology supports the ex-
traction of an executable interpreter, proved to refine the specification.
We use the reference interpreter to validate the accuracy of the formal-
ization, employing random differential testing between Clang and Vellvm
implemented in our own LLVM IR program generator (GenLLVM), as
well as via state-of-the-art C compiler testing frameworks (CSmith and
YARPGen). Such testing has found bugs in both the Vellvm semantics
and Clang. We believe that tools from the Vellvm project can be useful
for other LLVM IR-related projects, and that the overall methodology
applies to other formal verification efforts.
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1 Formalizing LLVM IR

Vellvm [3, 4, 26, 28, 29] is an extensive undertaking to formalize a large subset of
LLVM IR in the Rocq proof assistant. LLVM IR [11, 21] itself is an intermediate
language that is widely used as a common target for front-end compilers for a
variety of languages, like C and Rust, that share the LLVM infrastructure for
performing optimizations and generating lower-level target code. Since LLVM
IR is the bedrock of many languages, formalizing it has great significance. The
Vellvm project is an effort to 1) provide a robust and detailed specification for
the LLVM IR language, 2) ensure that this specification aligns with real world
implementations via a differential testing approach, and 3) reason about LLVM
IR programs and verify the correctness of LLVM optimization passes.

https://orcid.org/0000-0002-3469-7219
https://orcid.org/0009-0006-4486-7222
https://orcid.org/0000-0002-3516-1512


nondeterminism

state

itree

interp

interp

Fig. 1: The Vellvm Methodology: Formalize, extract, and test against llc.

Formalizing LLVM IR is not straightforward for a variety of reasons: 1) LLVM
IR is a well-established language, but has been developed with only an informal
specification in mind 2) LLVM is a rapidly evolving project, making it a moving
target for formalization efforts, 3) LLVM IR is a large language, and the scale
is non-trivial for formalization efforts, and 4) LLVM IR contains complex low-
level features—including many intentionally undefined behaviors (UB) as well
as nondeterministic operations—that are difficult to formalize, but vital to jus-
tifying important program transformations. Ultimately, LLVM IR is a complex
language and a moving target, which complicates verification efforts.

2 Methodology

To tackle this challenge, we have adopted a specific methodology for formalizing
LLVM IR at scale, as shown in Figure 1.1 At a high level, the methodology
involves three parts: 1) defining the semantics for LLVM IR in Rocq that allows
reasoning about programs and optimization passes, 2) extracting from that spec-
ification an interpreter that agrees with these semantics, and 3) using randomized
differential testing of this interpreter against existing LLVM implementations.

While similar approaches have been taken in the past (see Section 3), we
believe that the realization in Vellvm of this methodology offers an appealing
combination of properties that can applicable to other formal verification efforts.
Moreover, the Vellvm artifact itself can be useful for testing systems that involve
LLVM IR’s semantics by demonstrating (an) exact behavior of a given LLVM
IR program. The remainder of this section describes the components of our
methodology.
1 Though, this methodology is certainly applicable to languages beyond LLVM IR.



2.1 Monadic Interpreters and ITrees

The Vellvm semantics is defined via monadic interpreters [13]. Using this ap-
proach we can express much of the semantics in precisely the same way that
one would typically write an interpreter using a functional programming lan-
guage, and the modular event structure allows us to reason about the different
effectful components of the language separately. These monadic interpreters (in
Figure 1, they are represented as the stack of “interp” arrows) are operate on the
coinductively-defined data structures called ITrees [23, 25].

Interaction Trees. Interaction Trees (ITrees) abstract the complex, effectful por-
tions of LLVM IR into a variety of opaque events. These separate events can
be reasoned about individually, without worrying about the particular details of
other, separate program components. This allows us to reason about complex
features of the language (such as the memory model) separately, and alterna-
tive implementations can be provided for these events. ITrees provide a frame-
work for reasoning about program behaviors in a compositional and equational
fashion, greatly simplifying proofs about coinductive objects—used to represent
nonterminating computations—within Rocq. For instance, ITrees come with a
notion of equivalence by means of a weak bisimulation relation called “equiva-
lence up to tau” (eutt), which is useful for defining behavioral equivalence of
ITree-abstracted programs, as well as for rewriting ITree expressions.

Once LLVM IR programs are denoted into ITrees, which capture the control
flow of the programs, the stateful components of the semantics are implemented
modularly in terms of these abstract events. The interpreter stack for Vellvm
contains a number of event types, such as: events for handling local variables,
global variables, and stack frames; memory events (loads, stores, allocations,
frees); evaluating non-deterministic values (pick events); UB; errors; and out-
of-memory exceptions. Figure 1 symbolizes the different types of events using
different shapes of nodes in the trees. An advantage of ITrees is that all of these
events can be left opaque: we can reason about the equivalence of LLVM IR
programs up to a weak bisimulation of these visible events, and any properties
proven on opaque events should hold regardless of how these events are im-
plemented. This design enables modular reasoning: if, for instance, a program
transformation affects only local variables, its correctness proof can ignore all of
the details about memory, and the validity of the program transformation will
hold regardless of how memory is implemented.

Event Handlers and the Vellvm Memory Model. Defining the semantics for
opaque events involves writing event handlers, which interpret the events us-
ing other primitives (in Figure 1, these are the arrows that “remove” events of
a specific shape from the tree). We define a stack of handlers for each of the
events in our LLVM IR semantics. For LLVM IR, the most complex handler is
the one that implements the memory model. Our memory model is based on a
two-phase semantics [4] that separates infinitary memory from finite behavior.
This model provides a number of practical benefits, including the ability to an



accurately describe the behaviors of trickier operations such as pointer-to-integer
casts, as well as the ability to justify certain optimizations even in the presence
of low-level memory operations.

The memory model itself implements stack/heap allocations, loads, stores,
frees, and stack push/pop operations. These operations are defined byte-wise
and are used compositionally by the memory model handler uses to implement
aggregate data operations for LLVM IR’s structured values. The memory event
interface gives an appropriate boundary between Vellvm’s instruction semantics
and its memory model, allowing us to substitute different memory models into
the semantics if desired.

Memory events also mark the first place in the semantics where we introduce
nondeterminism, since allocations inherently yield nondeterministic locations in
memory. As a consequence, we provide two sets of memory handlers, one for
the propositional specification, yielding a Rocq predicate that represents the
set of all possible behaviors for memory events, and an executable one, which
implements a deterministic algorithm for allocations. We have proven that the
executable implementation’s behaviors abide by the specification.

2.2 Extractable Interpreters

An advantage of using ITrees to define our specifications is that they can be ex-
tracted into executable interpreters (in contrast to other techniques, such as step
relations). The verified executable interpreter provided by Vellvm uses the same
top-level ITree representation as the specification. The only difference between
the semantics and the executable interpreter is in the implementation of han-
dlers for non-deterministic events (the executable version of our semantics has to
pick a specific implementation for allocations, for instance); all of the handlers
for deterministic events can be shared between the interpreter and semantics.
Because of this, we obtain an executable interpreter which is verified to abide
by the specification of our language for very little effort.

With a bit of engineering to implement an LLVM IR parser and a small
driver (in Figure 1, these are the components surrounding the vellvm interpreter
box), we obtain an executable version of Vellvm’s LLVM IR semantics that is
compatible with LLVM’s .ll file format. Moreover, Vellvm’s coverage of the IR
is substantial—the only major features missing are those having to do with con-
currency and exception handling. The Vellvm interpreter, overall, has delivered
satisfactory performance, allowing us to run reasonably large programs relatively
quickly: in one of our experiments, Vellvm executed over 2.5 million non-trivial
instructions in 2m03s. Some of the interpretation overhead could potentially be
eliminated by further optimization and/or using more efficient data structures,
but the performance has been adequate for our experiments.

2.3 Random Differential Testing

Having an executable interpreter opens the door to testing, which is the last
important component of our methodology. In addition to a number of manually



written unit tests, as well as a test suite derived from the Alive2 [16] project, we
also utilize the property-based testing framework QuickChick [20] to generate
LLVM IR programs for differential testing in which we compare our verified
executable interpreter against Clang’s llc as shown on the right-hand side of
Figure 1. Using this approach, we have been able to find bugs in both Clang
and Vellvm [1], particularly around tricky edge cases such as data types of size
0, or structs and packed arrays with odd-sized elements.

Generating random programs to differentially test compiler implementations
is not a new technique: CSmith [24] and its successors YARPGen (both versions
1 and 2) [14, 15] are capable of generating expressive C programs targeting arith-
metic operations and control-flow, respectively. But because these tools generate
C programs, they only indirectly exercise LLVM IR features: generated test pro-
grams must first be compiled from C to LLVM IR. As a result, their outputs
(post-compilation) follow certain code patterns and only utilize subsets of in-
structions which are chosen by the code generation strategy. As an example,
Clang-19 favors getelementptr over struct operations like extractvalue when
compiling C into LLVM IR, reducing coverage of the latter.

To address this deficiency in coverage, we created the main artifact of our
differential testing framework: GenLLVM, a tool for generating well-formed, UB-
free LLVM IR programs. Unlike the aforementioned tools, GenLLVM focuses on
testing LLVM IR semantics directly. GenLLVM itself is built via monadic func-
tional programming on top of QuickChick’s “generator” monad. This structure
threads through a random seed and a desired size for test case generation, pro-
viding a convenient domain-specific language for randomly sampling values to
build up complex structured data—in our case, LLVM programs. GenLLVM ex-
ercises a large subset of Vellvm’s instructions, including arithmetic operations,
pointer manipulation, vector manipulation, aggregate type manipulation, and
conversion operations (e.g., inttoptr). It also generates complex control-flows
using recursion, loops, and calls.

Generating interesting, valid lower-level target programs is challenging: we
need the generated programs to be deterministic, type-safe, UB-free, and diverse
in instruction usage and code patterns. These properties allow us to meaning-
fully compare executions between Clang and Vellvm, and differences in the ex-
ecution between these implementations will be highly indicative of a bug in one
of them. To give an example of the concerns that arise during instruction gener-
ation, consider LLVM’s inttoptr instruction. According to LLVM’s Language
Reference [22], inttoptr "takes an integer value to cast, and a type to cast it
to, which must be a pointer type."2 However, simply following this type spec-
ification to generate inttoptr operations in test programs can easily lead to
UB: consider a simple LLVM snippet inttoptr i32 123 to i8*, which simply
calls inttoptr on the 32-bit integer 123; a subsequent load from the resulting
pointer accesses unallocated memory. To address this challenge while also en-
suring rich test coverage of programs containing inttoptr, GenLLVM uses a
context-aware metadata system, heavily inspired by entity-component systems

2 The Language Reference itself notes that inttoptr is “really dangerous”.



such as Ecstasy [17, 18]. Using our metadata system we are able to dynamically
track the types of variables, as well as other information, such as whether an
integer value was derived from a ptrtoint cast—information that we use to only
generate inttoptr casts from integers that point to valid addresses [1]. Other
state of the art generators like CSmith and YARPgen don’t generate these kinds
of cast instructions, so we’re able to exercise more of the semantics of LLVM.

This differential testing approach allows us to discover bugs in both Vellvm
and, more importantly, Clang. One of the newly found bugs [2], recognized by
Clang developers, can be triggered by a simple LLVM instruction extractvalue
<[3 x i8], i8> %v, 1. This snippet effectively loads a byte from an aligned,
packed struct that starts with an odd-sized vector. Clang’s implementation of
the address calculation rounds up the size of the vector to the next alignment
boundary, in this case 4 instead of 3, independently of whether the struct is
packed. Such compiler bugs lead to hard-to-find errors when correct source pro-
grams are transformed into subtly wrong assembly code.

3 Discussion: Challenges and Related Work

Our methodology allows us to successfully define a formal semantics for a large
subset of LLVM IR in Rocq and to validate the correctness of the executable
interpreter with respect to the specification. We have used the Vellvm semantics
to verify some program transformations [4] and to prove compiler correctness
results [27]. However, some challenges to using this methodology remain.

Challenges. The biggest concern with defining a semantics using monadic in-
terpreters and ITrees in this style, and more generally with using an interactive
theorem prover like Rocq, is the significant manual proof effort involved. Work
on Vellvm requires a large degree of Rocq expertise and often takes significant
time and engineering effort.

Another challenge arises in handling LLVM IR’s inherent nondeterminism.
Our strategy is to interpret nondeterministic events (such as allocations) into a
nondeterministic set, using Rocq’s Prop type, in which all possible results are
considered. This has complicated some proofs in the later stages of the inter-
pretation pipeline, and also causes a divergence in the implementation of the
semantics and interpreter. Additionally, concurrency (a feature we have not yet
tackled) similarly requires nondeterminism to model and thus presents similar
challenges. Recent advances in Choice Trees [5, 6], which natively handle non-
deterministic choices, may ameliorate these problems.

Related Work. A number of projects aim to provide specifications for both lan-
guages and hardware, each with their own approaches. Notably, our work builds
upon the ideas established in the ITrees paper [23], which provides a case study
on a simple assembly language. We have extended the techniques from this pa-
per to deal with the more complicated semantics of LLVM IR (for instance, by
introducing nondeterminism).



Cerberus [19] uses an elaboration approach to provide a model for C; language
primitives in C are implemented using a simpler core language with a straight-
forward semantics. K-LLVM [12] has a somewhat similar approach, using an
abstract state machine as the basis for the behavior of LLVM IR instructions.

The Fiat [8] library demonstrates a means of refining a specification into
efficient executable functional programs, which has some similarities to our ap-
proach of extracting an executable interpreter using ITrees. Kami [7] uses similar
approaches to bring modular reasoning to hardware verification efforts in Rocq.
Hardware modules can be verified separately from each other under Kami.

FORMED (Formal Methods Engineering Desktop) DSL [9] is a project build-
ing on Unified Modeling Language (UML) with formal methods. Using an auto-
mated theorem prover ACL2s, the authors use a similar methodology in model-
ing DSLs in UML and subsequently generating executable applications in ACL2s
code for formal verification and unit testing, as explained in their paper. Vellvm
differs from the FORMED project in a several ways: 1) we define LLVM IR se-
mantics via ITrees and reason about the correctness modularly, all in Rocq, 2)
while both use unit testing, we exploit random differential testing, which allows
us to find bugs in not only our formalization, but also real-world, large-scale im-
plementations, and 3) The formal semantics is defined via monadic interpreters,
which can then be turned into an executable version via Rocq’s extraction mech-
anism. The correspondence between the executable interpreter and the formal
semantics is formally proved in Rocq, giving us high assurance that the exe-
cutable meets the specification.

Our QuickChick generators for LLVM IR programs have largely been inspired
by similar compiler testing projects, such as CSmith [24] and YARPGen [15].
Alive2 [16] uses a translation-validation approach and SMT solvers in order to
validate program transformations on LLVM IR code. QuickChick has also used
to test other languages like SCILLA [10], an ML-style functional language for
implementing smart contracts.

4 Conclusion

The Vellvm project provides a means for reasoning about LLVM IR programs
and optimization passes within the Rocq proof assistant. Using interaction trees
we are able to define a modular semantics from which we can derive a verified
executable interpreter with relatively little effort. We have also validated our
semantics against existing implementations of LLVM using a differential testing
approach using our own test case generator, GenLLVM. We’re able to generate a
wider range of LLVM instructions when compared to existing generators which
target higher level languages, and using this approach we have been able to
discover bugs in both our own implementation and the Clang compiler. Vellvm
is a large project, and we believe that the battle-tested methodology presented
in this paper is useful for other formalization efforts.
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